Coordinate Representations of Vectors

o Let B={xy,...,X,} be a finite, ordered basis of a vector space
V. Any vector v € V can be written uniquely as

a1X] + -0+ apXy.

The vector [v]g = (ay, ..., a,) € R"is called the coordinate
representation of v with respect to the ordered basis B.

@ If V is an n-dimensional vector space and B is any ordered basis
of V, then coordinate representation gives an isomorphism from
V to R".

e
Transition Matrices

Let V be a finite dimensional vector space.
Let B={xy,...,X,}and C = {yi,...,yn} be bases of V.
Letid : V — V be the identity function.

o The transition matrix matrix [id]$ is the n x n matrix whose j
column is the vector [Xj|c.

o Theorem 4.26.1: For all x € V, we have [id|§[x]5 = [x]c.
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o Theorem 4.26.2: The matrix [id]§ is invertible, and
(d]%)~" = [id]5.




Matrix Representations of Linear Transformations

Let V and W be finite dimensional vector spaces.

Let B = {xi,...,X,} be an ordered basis of V, and let
C ={y1,...,Ym} be an ordered basis of W.

Letf : V — W be a linear transformation.

o We define [f]§ to be the matrix whose columns are [f(x;)]c,

[f(x2)le, - - - [f (xn)]e-

@ Theorem 4.33: With the above notation, for all x € V, we have

F5x]5 = [F(x)]c.

e
Transition Matrices

Theorem 4.35: Let V be a finite dimensional vector space, with
ordered bases B and C. Let f : V — V be a linear transformation, and
let P = [id)5. Then

116 = P~[f15P.
. P =[id5 .
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